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SUMMARY

A meshfree weak–strong (MWS) form method has been proposed by the authors’ group for linear
solid mechanics problems based on a combined weak and strong form of governing equations. This
paper formulates the MWS method for the incompressible Navier–Stokes equations that is non-linear
in nature. In this method, the meshfree collocation method based on strong form equations is applied
to the interior nodes and the nodes on the essential boundaries; the local Petrov–Galerkin weak form is
applied only to the nodes on the natural boundaries of the problem domain. The MWS method is then
applied to simulate the steady problem of natural convection in an enclosed domain and the unsteady
problem of viscous �ow around a circular cylinder using both regular and irregular nodal distributions.
The simulation results are validated by comparing with those of other numerical methods as well as
experimental data. It is demonstrated that the MWS method has very good e�ciency and accuracy for
�uid �ow problems. It works perfectly well for irregular nodes using only local quadrature cells for
nodes on the natural boundary, which can be generated without any di�culty. Copyright ? 2004 John
Wiley & Sons, Ltd.

KEY WORDS: meshfree method; MWS; moving least squares; radial basis functions approximation;
vorticity-stream function; incompressible �ow; natural convection; �ow around a circular
cylinder

1. INTRODUCTION

In recent years, meshfree methods, which are numerical approaches to avoid problems related
to the creation and the use of meshes in the traditional numerical methods (such as �nite di�er-
ence method and �nite element method), have been developed to solve engineering problems
(see, e.g. Reference [1]). In general, meshfree methods developed so far fall into three cate-
gories. The �rst category is the meshfree methods based on the strong form equations, such
as the smooth particle hydrodynamics (SPH) method [2], the general �nite di�erence method
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(GFDM) [3], the �nite point method (FPM) [4], and other meshfree collocation methods.
The second category is the meshfree methods based on the weak form equations, such as the
element free Galerkin (EFG) method [5], the meshless local Petrov–Galerkin (MLPG) method
[6–9], the local radial point interpolation method (LRPIM) [10, 11], and the boundary-type
meshfree methods [12–14]. The third category is the meshfree method based on a combined
formulation using both weak and strong forms, such as the meshfree weak-strong (MWS)
form method [15, 16].
The attractive advantage of the meshfree collocation methods is that they are simple to

implement and computationally e�cient since no numerical integration is involved. However,
for meshfree collocation methods based on strong form equations, there exists the di�culty to
impose the Neumann (natural) boundary condition. It is known that the straightforward satis-
faction of the Neumann boundary condition in strong form sense leads to unstable results [4].
In their FPM method, Oñate et al. [4] found that it is necessary to apply the so-called ‘resid-
ual stabilization’ technique to the Neumann boundary condition to ensure a correct solution.
This treatment of boundary conditions is quite complex, especially for the natural boundary
conditions of higher order derivatives. Cheng and Liu [17, 18] and Xu and Liu [19] have used
regular nodes for Neumann boundary conditions in their meshfree procedures based on strong
form. Shu et al. [20] used several layers orthogonal grid near and on the boundary for the
Neumann boundary conditions. However, this treatment makes their local RBF-DQ method
not ‘truly’ meshfree method, because they still need a regular grid, even though it is only
generated near the boundary.
On the contrary, the weak form method treats the Neumann boundary condition naturally

and easily. In addition, the accuracy achieved by meshfree methods based on the weak form
equations are generally much better than those based on strong form equations. However, the
e�ciency is a big problem for the weak form methods because of the need for weak form
integration. This is especially true for the problems of �uid �ows because iterations have to
be introduced due to the inherent non-linear property of N–S equations [21].
The MWS method proposed recently by Liu and Gu [15, 16] was for linear solid mechanics

problems based on both collocation and local Petrov–Galerkin formulation. The MWS method
uses both weak and strong form formulation to obtain stable solutions using minimum cell
for background integration. In this paper, the MWS method is formulated for �uid dynamics
problems that are non-linear in nature. In the present MWS method, the strong form of
meshfree collocation method is applied to the internal nodes and the nodes on the essential
boundaries, while the local Petrov–Galerkin weak form is applied to the nodes on the natural
boundaries. This is can be done because both collocation method and local weak form method
construct the discrete system equations node-by-node. The advantages of this MWS method
are:

(1) The Neumann boundary condition can be imposed straightforwardly and accurately
with arbitrary nodal distributions.

(2) Very stable and accurate solution can be obtained with high e�ciency.

It should be emphasized that the present MWS method can be formulated using any schemes of
meshfree interpolations, such as the moving least squares (MLS) and point interpolation with
radial basis functions. All these interpolation schemes can be used for function approximation
in the strong form equations or as the trial functions for weak form equations. In this paper,

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 46:1025–1047



MESHFREE WEAK–STRONG (MWS) FORM METHOD 1027

both the MLS approximation and the radial point interpolation (RPI) are used for �eld function
approximation based on a set of irregularly scattered nodes. The MWS method based on the
MLS scheme is termed as ‘MWS-MLS’ method, while the one based on the RPI scheme is
termed as the ‘MWS-RPI’ method for the convenience of description in this paper.
The MWS method formulated in this paper is then applied to simulate steady and unsteady

incompressible �ows, which are governed by the Navier–Stokes equations in term of vorticity-
stream function formulation. To demonstrate the robustness of the MWS method to irregular
geometries of the problem domain and random nodal distributions, a number of examples are
presented.

2. INTERPOLATION SCHEME FOR IRREGULARLY SCATTERED NODES

The interpolation scheme for irregularly scattered nodes plays a very important role in a
meshfree method. Currently, there are a number of such scheme have been proposed. In this
paper, two well-known meshfree interpolation schemes, the MLS and the RPI, are used for
the �eld function approximations. The following briefs these two schemes, whose details can
be found in the monograph by Liu [1].

2.1. MLS

The MLS scheme provides smooth approximations of function values using a set of randomly
distributed nodes, and widely used for surface �tting [22]. Therefore, the MLS scheme is
most often used as a local approximation to represent the trial functions in many meshfree
methods, such as the EFG and the MLPG method. Given a column vector of nodal values
of a �eld function Us= {u1; u2; : : : ; un}T, where n is the number of nodes used in the support
domain �s for an arbitrary point of interest at x located in the problem domain, the MLS
approximation of the function value u(x) at the point x is given by

uh(x)=�(x)Us (1)

where the shape functions �(x) is given by

�T(x)= p(x)A−1B (2)

in which p is a vector of polynomial base functions. A complete polynomial basis of order k
is given by

pT(x)= pT(x; y)= {1; x; y; xy; x2; y2; : : : ; xk ; yk} (3)

In Equation (2), A=
∑

i p
T(xi)wip(xi);B=[: : : ; wipT(xi); : : :], where wi is a weight function

that can have many forms (see, e.g. Reference [1]). The following well-known fourth order
spline weight function is used in this work:

wi(x)=



1− 6

(
di

rw
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(
di
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where di= |x − xi| is the distance from node xi to point x, rw is the radius of the weight
function domain �W . In the MLS scheme, the support domain is naturally taken as the weight
function domain, and rw equals to the radius of the support domain rs.
The non-singularity of A requires

n¿m (5)

where m is the number of terms of the polynomial basis p(x), and n is the number of nodes
in the support domain for constructing the shape function. In this paper, the polynomial p(x)
of complete second order is adopted, i.e.

pT(x)= pT(x; y)= {1; x; y; xy; x2; y2}; m=6 (6)

To make sure the number of nodes n (which can be determined by counting all the nodes
in the support domain) is larger than m, the support domain should be su�ciently large.
Following the notation in the book by Liu [1], rs can be written as

rs= �sdc (7)

where �s is the dimensionless size of support domain, dc is a characteristic length that is taken
as the average nodal spacing in the support domain of node i. It is clear that the dimensionless
size of support domain �s in Equation (7) must be large enough to produce a non-singular
matrix A. However, if �s is too large, it can a�ect the accuracy of the results, the stability
of the iteration, and the e�ciency of the computation. Through a number of numerical tests,
we found that �s=2:5–3.5 can give very good results for our problems.
To determine the spatial derivatives of the �eld variables, it is necessary to obtain the

derivatives of the MLS shape functions. The standard procedure of determining the partial
derivatives of the shape function is as follows [1]:

(1) Equation (2) can be rewritten as:

�(x)= ST(x)B(x) (8)

where S(x) can be determined by

A(x)S(x)= p(x) (9)

(2) The partial derivatives of S(x) can be obtained as follows:

AS; i = p; i −A; iS (10)

AS; ij = p; ij − (A; iS; j +A; jS; i +A; ijS) (11)

where i and j denote spatial co-ordinates x and y, respectively. A comma designates a partial
di�erentiation with respect to the indicated spatial co-ordinate.
(3) The partial derivatives of the shape function can then be obtained as follows:

�; i = S; iB+ SB; i (12)

�; ij = S; ijB+ S; iB; j + S; jB; i + SB; ij (13)
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2.2. RPI scheme

Radial basis functions (RBF) is also widely used in surface �tting [23] as well as solving
strong form partial di�erential equations (PDEs) [24]. Suppose there are n nodes, x1; : : : ;xn,
in the support domain of point x, and the vector of these nodal values of a �eld function is
denoted as Us= {u1; u2; : : : ; un}T. The approximation of u by the RPI scheme can be written
in the form of

uh(x;xQ)=
n∑

i=1
Ri(x)ai(xQ) = RT(x)a(xQ) (14)

where Ri is a radial basis function, and ai(xQ) is the coe�cient for Ri corresponding to the
given point xQ. The coe�cient vector a in Equation (14) is determined by

a=R−1
Q Us (15)

Substitute Equation (15) into (14) to obtain

uh(x)=RT(x)R−1
Q Us=�(x)Us (16)

The derivatives of the shape functions can be easily obtained as

@�
@x
=

[
@R1
@x

;
@R2
@x

; : : : ;
@Rn

@x

]
R−1

Q

@�
@y

=
[
@R1
@y

;
@R2
@y

; : : : ;
@Rn

@y

]
R−1

Q

(17)

For good performance, we choose MQ RBF as the basis function in this paper, which can be
written as

Ri(x; y)= (r2i + C2)q=[(x − xi)2 + (y − yi)2 + C2]q (18)

where the positive constants C, q are called shape parameters, and ri is the distance between
points at x and xi.
It is well known that the accuracy of RBF approximation depends heavily on the choice

of the shape parameters. As shown in Reference [1], C is de�ned as

C= �Cdc (19)

where, �C is a dimensionless shape parameter, dc is a characteristic length which is the
shortest distance between the node i and neighbour nodes. Therefore, the RBF function and
its derivatives can be written as:

Ri(x; y) = [r2i + (�Cdc)2]q (20)

Ri; x = 2q[r2i + (�Cdc)2]q−1(x − xi) (21)

Ri;y = 2q[r2i + (�Cdc)2]q−1(y − yi) (22)

Ri; xx = 2q[r2i + (�Cdc)2]q−1 + 4q(q − 1)[r2i + (�Cdc)2]q−2(x − xi)2 (23)

Ri;yy = 2q[r2i + (�Cdc)2]q−1 + 4q(q − 1)[r2i + (�Cdc)2]q−2(y − yi)2 (24)
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It is found that the choice of �C , q and the number of nodes in the support domain n can
in�uence the accuracy of the solution [1]. In their paper Wu and Liu [21], gave preliminary
study on the e�ects of �C and n when q=1:03:

3. FORMULATION OF THE MWS METHOD

Collocation method has been widely used for solving PDEs [25]. As mentioned in Section 1,
the MWS method uses a combined formulation of both weak and strong forms.
In the following, a two-dimensional Poisson equation is used to present the procedure of

the MWS method. The Poisson equation can be written as

∇2u(x)=f(x); x∈� (25)

where f(x) is a given source function, and u(x) is the �eld function de�ned in the domain
� is enclosed by �=�u ∪ �t , with boundary conditions of

ui = �ui on �u (26)

@u

@
*
n

∣∣∣∣
i

= �ti on �t (27)

where �u denotes the essential boundary and �t is the natural boundary.

3.1. Meshfree collocation method

In the meshfree collocation method, at each node in the problem domain, the derivatives in
the given strong form of PDE can be approximated by a meshfree interpolation scheme. A
set of discretized equations for the nodes can be obtained. Each of the equations consists of
the values of �eld variables at the nodes in the support domain of the node of interest. For
a node i at position xi, Equation (25) can be discretized as

n∑
k=1
[�i(xk)]xxuk +

n∑
k=1
[�i(xk)]yyuk =fi (28)

where n is the number of nodes in the support domain of the node at xi.
If the process is repeated at a set of nodes, a set of equations for the �eld variable u at

these nodes are formed.

3.2. Implementation of essential boundary condition

In general, the MLS approximation does not pass through the nodal data. Therefore, the
essential boundary conditions cannot be imposed directly. The direct interpolation procedure
is often used to enforce the essential boundary condition [12–14, 26, 27], which is adopted in
this paper, i.e.

uh
i (x)=

n∑
k=1

�i(xk)uk = �ui (29)
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When RPI scheme is used, because the RPI approximation passes through the nodal data, the
shape function �(x) obtained using Equation (16) possesses delta function property, i.e.

�i(xk)= �ik =

{
1; i= k

0; i �= k
(30)

Therefore, the discrete equation for the Dirichlet (essential) boundary can be written directly
in the same form of Equation (26).

3.3. Imposition of the natural boundary condition

In MWS method, the natural boundary condition is imposed using the local weak form method.
Local weak form was �rstly proposed by Atluri and Zhu [6] in their MLPG method, in which
the equilibrium equations are satis�ed at each node in a local weak sense by applying the
weighted residual method over a local quadrature cell. Based on the concept of the MLPG,
a so-called LRPIM has also been proposed [10] using RPI scheme. In the MWS method,
the local weak form method which is used to implement the natural boundary condition, is
actually the MLPG method when the MLS scheme is adopted as the interpolation scheme; or
the LRPIM method if the RPI scheme is used as the meshfree interpolation scheme.
A local Petrov–Galerkin weak form of the di�erential equation (25) for a node at the

natural boundary, say node i, can be written as:∫
�Q

(∇2u − f)wi d�=0 (31)

where w is the test function, which has the same expression as Equation (4). �Q is the
quadrature domain for the node i, which is a regular shape cell (such as a circle in this
paper) in 2-D centred at the node i.
Using the divergence theorem, one obtains∫

�Q

u; jnjwi d�−
∫
�Q

(u; jwi; j + fwi) d�=0 (32)

in which �Q is the boundary of �Q and
*
n is the outward unit normal to the boundary �Q.

Imposing the natural boundary condition, we have,∫
�Qi

u; j njwi d� +
∫
�Qu

u; j njwi d� +
∫
�Qt

�tiwi d�−
∫
�Q

(u; j wi; j+fwi) d�=0 (33)

here �Qu is the intersection of �Q and the essential boundary �u, �Qt is a part of �Q over
which the natural boundary condition, u;i ni= �ti, is speci�ed, and �Qi is the internal part of
�Q on which no boundary condition is speci�ed.
Theoretically, the quadrature domain �Q and the weight function domain �W do not have

to be the same. However, in practice we often use the same for both, so the curve integration
along the interior boundary �Qi vanishes, and Equation (33) is simpli�ed to∫

�Q

u; j wi; j d�−
∫
�Qu

u; j njwi d�=
∫
�Qt

�tiwi d�−
∫
�Q

fwi d� (34)
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Equation (34) is used to establish the discrete equations for all the nodes at natural boundary.
As de�ned in Reference [1], rQ can be written as

rQ= �Qdc (35)

where �Q is the dimensionless size of quadrature domain, and �Q=1:0–2.0 is used in this
study. dc is the shortest nodal spacing between the node i and its neighbour nodes.

4. APPLICATION OF MWS METHOD TO INCOMPRESSIBLE FLOW PROBLEMS

4.1. Simulation of natural convection in enclosed domain

4.1.1. Governing equations and numerical discretization. The problem domain is given in
Figure 1. The governing equations of natural convection in an enclosed domain can be written
in the Cartesian co-ordinate system:

@2 
@x2

+
@2 
@y2

= ! (36)

u
@!
@x
+ v

@!
@y

= Pr
(
@2!
@x2

+
@2!
@y2

)
− Pr Ra

@T
@x

(37)

u
@T
@x
+ v

@T
@y

=
@2T
@x2

+
@2T
@y2

(38)

where

u=
@ 
@y

; v= − @ 
@x

(39)

T =1 T =0

1

1

Figure 1. Schematic drawing of the problem domain.
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The boundary conditions are listed below:

(1) x=0; 06y61:  =0;
@ 
@x
=0; T =1 (40)

(2) x=1; 06y61:  =0;
@ 
@x
=0; T =0 (41)

(3) y=0; 06x61:  =0;
@ 
@y
=0;

@T
@y
=0 (42)

(4) y=1; 06x61:  =0;
@ 
@y
=0;

@T
@y
=0 (43)

It is clear that there are two types of conditions: one is the Dirichlet type, the other is the
Neumann type.
According to Section 3, the discretized equation can be written as:
(1) For an interior node i:

n∑
k=1
(�k)xx k +

n∑
k=1
(�k)yy k =!i (44)

ui

n∑
k=1
(�k)x!k + vi

n∑
k=1
(�k)y!k = Pr

(
n∑

k=1
(�k)xx!k +

n∑
k=1
(�k)yy!k

)

−RaPr
n∑

k=1
(�k)xTk (45)

ui

n∑
k=1
(�k)xTk + vi

n∑
k=1
(�k)yTk =

n∑
k=1
(�k)xxTk +

n∑
k=1
(�k)yyTk (46)

ui=
n∑

k=1
(�k)x k ; vi=

n∑
k=1
(�k)y k (47)

Note here �k ≡ �i(xk).
(2) For a node at the natural boundary:

Cik k − Eik k = −Aik!k (48)

Bik!k + Pr Cik!k − Pr Eik!k = −Pr RaDikTk (49)

BikTk + CikTk − EikTk = 0 (50)

where

Aik =
∫ ∫

�Q

�kwi d� (51)
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Bik =
∫ ∫

�Q

[
u · @�k

@x
+ v · @�k

@y

]
· wi d� (52)

Cik =
∫ ∫

�Q

(
@�k

@x
@wi

@x
+

@�k

@y
@wi

@y

)
d� (53)

Dik =
∫ ∫

�Q

@�k

@x
wi d� (54)

Eik =
∫
�Qu

@�k

@
*
n
wi d� (55)

where wi(x) is the nodal test function, as shown in Equation (4). The single integration Eik

along �Qu is implemented appropriately according to di�erent essential boundary conditions
for !;  and T. The double integration for Aik ; Bik ; Cik , and Dik can be evaluated by the Gauss
quadrature scheme using the transformation strategy according to Wu and Liu [21]. Note that
all these integrations can be carried out on the local regular shape cell centred at the nodes
only on the natural boundary. Therefore, the numerical integration can always be implemented
without any di�culty.
(3) For a node on the essential boundary:

The essential boundary conditions for  and T are

 i =0; when node i is on the whole wall boundary

Ti =1; when node i is on the hot wall

Ti =0; when node i is on the cool wall

(56)

The essential boundary condition can be directly imposed using Equation (29) for MWS-MLS
or using Equation (30) for MWS-RPI.
(4) The boundary condition for vorticity !:

There is no explicit boundary condition for vorticity. However, it is found from Equation (36)
that the implementation of vorticity condition is equivalent to approximate the second order
derivatives of the stream function at the boundary. Therefore, the Dirichlet boundary condition
for vorticity ! can be interpreted as the Neumann boundary condition for the stream function
 . Thus, the boundary condition for vorticity can be derived by taking the local weak form
of Equation (36) on the wall boundary, as shown in Equation (48), i.e.:

−Aik!k =(Cik k − Eik k) (57)

4.1.2. Numerical results and discussion. The resultant algebraic equations (44)–(50) are a
set of non-linear equations. Therefore, an iterative loop is needed to solve this set of equations.
When the L∞ norm of residuals for the equations for  , ! and T in Equations (44)–(46) as
well as Equations (48)–(50) are less than 10−3, the calculation is considered to be converged.
Di�erent nodal distributions are used for the square cavity problem to validate the present

MWS method, as shown in Figure 2. For the case of the cavity �ow, in order to compare
the accuracy of the results obtained using the present method and that of other methods,
such as MLPG method, LRPIM method, and the �nite di�erence (FD) method, the following
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MESHFREE WEAK–STRONG (MWS) FORM METHOD 1035

(a) (b) (c) (d)

Figure 2. Di�erent nodal distributions for the square cavity problem: (a) 256 regular nodes; (b) 268
scattered nodes; (c) 441 regular nodes; and (d) 441 scattered nodes.

quantities are calculated:

| max|; maximum absolute value of the stream function

umax; maximum horizontal velocity on the vertical mid-plane of the cavity

vmax; maximum vertical velocity on the horizontal mid-plane of the cavity

Numax; maximum value of the local Nusselt number on the boundary at x=0

Numin; minimum value of the local Nusselt number on the boundary at x=0

Nu is the local Nusselt number which is de�ned as

Nu|x= 0 = −@T
@x

∣∣∣∣
x= 0

(58)

The ‘energy norm’ of error Er , which is de�ned as mean square of the relative error of the
above �ve quantities, is used as an error indicator for comparison. Since there is no analytical
solution for the problem, the benchmark numerical solution of Davis [28] is adopted as the
‘true’ solution to the cavity problem.
The main feature of the meshfree methods is that they obtain numerical solution using

randomly distributed nodes. In order to determine the maximum and minimum variable values
in the whole problem domain, after the converged solution on �eld nodes is obtained, the
functional values on a �ne uniform mesh of 101 × 101 are calculated. This can be done
by the corresponding interpolation procedure which was used in the discretization process
for di�erent methods. It is noted that the uniform mesh of 101 × 101 is independent of
the implementation of di�erent methods, as it is only used for the post-visualization. In the
following, all the results shown in the tables and �gures are based on the functional values
on the post-visualization mesh.
First, we compared the rates of convergence and corresponding running time required for

the present MWS methods, MLPG method, LRPIM method and FD method in the case of
Ra=103, using the same uniform nodal distribution. It should be noted that, for the purpose
of comparison, all the parameters in the meshfree interpolation schemes are kept the same for
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1036 G. R. LIU, Y. L. WU AND H. DING

Figure 3. Comparison of convergence rates for di�erent methods.

the MWS methods and their full weak form methods. For example, the dimensionless size
of support domain �s for MLS scheme is taken as 3.0 for both the MWS-MLS and MLPG
method. The dimensionless shape parameter �C , shape parameter q, and the number of nodes
in the support domain n in RPI scheme are taken as �C =8, q=1:03, n=30, respectively, for
both the MWS-RPI and the LRPIM. Figure 3 shows the results, where h is the nodal spacing.
It is very clear that MWS method is much more accurate than FD when h is decreased.
However, the MWS method is less accurate than the meshfree method where the local weak
form is used for all the nodes. In other words, the MWS-MLS method is less accurate than
the MLPG method, and the MWS-RPI method is less accurate than the LRPIM method. The
LRPIM method is the most accurate method. In general, the MLS-based meshfree method is
less accurate than the RPI-based method.
However, the main drawback of the RPI-based method is that the accuracy depends on the

proper choice of the shape parameters. Up to date, there is no general mathematical theory
has been developed for determining the optimal values of the shape parameters in radial basis
function approximation. Wu and Liu [21] found that although the accuracy of approximation
is improved when �C and n increase, the computation may run high risk to be crippled when
they are too large, especially when the approximated function is very complex. Therefore, for
present MWS-RPI method in the case of Ra=103; 104; �C can be chosen from 6 to 9 for
n=20–30, and very accurate results can be obtained. For the case of Ra=105, to achieve
good accuracy, �C should be around 1, and n should not be larger than 12.
Figure 4 shows the running time against the number of �eld nodes in the problem domain

N for the MWS methods and its full weak-form counterparts. The running time is obtained by
testing the methods on a Compaq Alpha-server supercomputer. Note that the number of �eld
nodes N is corresponding to the di�erent nodal spacing h in Figure 3. From the simulation, it
is found that both the MWS-MLS method and the MLPG method cannot get converged results
using the iterative scheme to solve the algebraic equations. Therefore, the resultant algebraic
equations are solved by an amended Gaussian elimination procedure at each iteration step. It
is found from Figure 4(a) that the running time of the MWS-MLS is much less than that
of the MLPG method. This is because in the MLPG method, a lot of time is consumed in
constructing the shape function for the Gaussian points inside the quadrature domain for each
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Figure 4. Comparison of running time between the MWS and their full weak-form counterparts for
di�erent �eld nodes: (a) MWS-MLS vs MLPG; and (b) MWS-RPI vs LRPIM.

Table I. Comparison of numerical results for natural convection in the
square cavity problem for Ra=103.

Method Nodal distribution | max| umax vmax Numax Numin

MWS-MLS 256 Regular nodes 1.117 3.546 3.609 1.477 0.706
268 Scattered nodes 1.140 3.696 3.594 1.498 0.718

MWS-RPI 256 Regular nodes 1.196 3.681 3.734 1.528 0.684
268 Scattered nodes 1.192 3.688 3.731 1.525 0.686
Reference [28] 1.174 3.649 3.697 1.505 0.692

�eld node and numerical integration. In the MWS-MLS, however, the strong form equation
is used for all the interior nodes. Therefore, only the shape functions for the �eld nodes are
computed. These shape functions can be determined �rstly and stored throughout the entire
iteration process, which reduces the computational cost greatly. However, if the number of
nodes is quite large, the direct solver adopted by both the MWS-MLS and MLPG method
becomes very expensive.
Similarly, the MWS-RPI spends much less time on calculating the shape function for Gaus-

sian points and numerical integration than the LRPIM method. More importantly, it is found
that the point iterative scheme, such as SOR scheme can be adopted in the MWS-RPI method
to solve the algebraic equations systems. Therefore, the computational complexity for the
MWS-RPI is about O(N ). On the other hand, although the LRPIM method can achieve high
accuracy using less nodes, the weak form equation over every �eld node makes the traditional
stationary iterative scheme (such as Gauss–Seidel, SOR scheme) not to converge. Therefore,
the more expensive direct solver has to be used to solve the algebraic equations systems, whose
computational complexity is about O(N 3). Figure 4(b) con�rms this conclusion. Therefore,
the MWS-RPI is much more suitable for solving large scale problem.
Tables I–III list the numerical results for di�erent sets of nodes for cases of Rayleigh

numbers of 103; 104; 105, respectively. It can be observed that for all the sets of nodes, the
results of the MWS method agree very well with the benchmark solution given by Davis
[28]. The streamlines and isotherms for Ra=103; 104; 105 are shown in Figures 5–7.
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Table II. Comparison of numerical results for natural convection in the
square cavity problem for Ra=104.

Method Nodal distribution | max| umax vmax Numax Numin

MWS-MLS 256 Regular nodes 4.809 15.752 18.698 3.609 0.581
268 Scattered nodes 4.963 16.689 19.427 3.746 0.543

MWS-RPI 256 Regular nodes 5.169 16.373 20.017 3.756 0.577
268 Scattered nodes 5.174 16.447 20.071 3.740 0.580
Reference [28] 5.071 16.178 19.617 3.528 0.586

Table III. Comparison of numerical results for natural convection in the
square cavity problem for Ra=105.

Method Nodal distribution | max| umax vmax Numax Numin

MWS-MLS 441 Regular nodes 9.463 36.787 61.431 8.772 0.713
441 Irregular nodes 10.098 36.689 70.093 10.597 0.743

MWS-RPI 441 Regular nodes 9.772 35.209 66.044 10.070 0.699
441 Irregular nodes 9.918 37.863 64.964 8.507 0.579
Reference [28] 9.612 34.730 68.590 7.717 0.729

4.2. Simulation of the �ow around a cylinder

The incompressible, viscous �ow around a circular cylinder is a classical problem in �uid
mechanics. Despite the simplicity of the cylinder’s geometry, the �ow is in fact very com-
plex. Because of its relevance to engineering problems and importance to the fundamental
understanding of �uid �ow, numerous theoretical, numerical and experimental investigations
of �ow past a circular cylinder had been frequently reported in the past century. It serves
as a very good sample problem for validating a new numerical method for solving unsteady
two-dimensional Navier–Stokes equations. In this paper, the MWS method is used to solve
this problem.

4.2.1. Governing equation and boundary condition. The problem addressed in this paper is
simulation of an incompressible, viscous �uid �ow at a constant velocity U∞ past a stationary
cylinder of radius a, as shown Figure 8.
The dimensionless two-dimensional Navier–Stokes equations in the vorticity-stream function

form can be written as

@2 
@x2

+
@2 
@y2

=!

@!
@t
+ u

@!
@x
+ v

@!
@y
=
1
Re

(
@2!
@x2

+
@2!
@y2

) (59)

where Re is Reynolds number de�ned as Re=U∞D=�, D is the cylinder diameter, and � is
the kinematic viscosity.
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Figure 5. Streamlines and isotherms for the cavity �ow (Ra=103) obtained
by the MWS-MLS method with 268 irregular nodes.

Figure 6. Streamlines and isotherms for cavity �ow (Ra=104) obtained by
the MWS-RPI method with 268 irregular nodes.

(a) (b)

Figure 7. Streamlines and isotherms for the cavity �ow (Ra=105) obtained by MWS-RPI method with
441 irregular nodes: (a) Streamlines; and (b) isotherms.
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U∞
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Figure 8. Schematic drawing of �ow con�guration.

The boundary conditions of the problem are:

(i) free stream velocity U at the in-�ow boundary{
 =U∞ y

!=0
(60)

(ii) no slip on the surface of the cylinder


!=
@2 
@n2

 =0
(61)

(iii) uniform �ow at in�nity except downstream boundary{
!=0

 =  |uniform �ow

(62)

(iv) Zero-gradient condition at in�nity downstream


@!
@x
=0

@ 
@x
=0

(63)

The initial condition for this problem is taken as an unsymmetrical initial �ow �eld, i.e.

 |t = 0 =
√

x2 + y2 (64)

which serves as an arti�cial initiator for the numerical simulation.
Using the same notation as in Section 4.1.1, the discretized form of strong form equations

at interior nodes are:
n∑

k=1
(�k)xx k +

n∑
k=1
(�k)yy k =!i

d!i

dt
+ ui

n∑
k=1
(�k)x!k + vi

n∑
k=1
(�k)y!k =

1
Re

(
n∑

k=1
(�k)xx!k +

n∑
k=1
(�k)yy!k

) (65)
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and the discretized equations in local weak form sense for the nodes on natural boundary in
matrix form are:

Cik k − Eik k = − Aik!k

d!i

dt
+ Bik!k +

1
Re

Cik!k − 1
Re

Eik!k =0
(66)

where Aik ; Bik ; Cik ; Eik are de�ned in Equations (51)–(55). As discussed in Section 4.1.1, the
boundary condition for vorticity can be discretized as Equation (57).
It is found that for the unsteady problem, there is a time derivative in Equations (65) and

(66). In the present model, the time derivative is approximated using an explicit three-step
formulation based on a Taylor series expansion in time [29]. From Taylor’s series, a function
f in time can be written as

f(t +�t)=f(t) +�t
@f(t)
@t

+
�t2

2
@2f(t)
@t2

+
�t3

6
@3f(t)
@t3

+O(�t4) (67)

where �t is the time interval. Approximating Equation (67) up to third-order accuracy, the
three-step formulation can be written as:

f
(
t +

�t
3

)
= f(t) +

�t
3

@f(t)
@t

(68)

f
(
t +

�t
2

)
= f(t) +

�t
2

@f(t +�t=3)
@t

(69)

f(t +�t) = f(t) +�t
@f(t +�t=2)

@t
(70)

4.2.2. Computational procedure. To solve the resultant algebraic equations, a time-matching
iterative scheme is used. The computational procedure adopted here includes the following
steps:

(1) assume at time t=0, the unsymmetrical initial �ow �eld is given as{
 |t = 0 =

√
x2 + y2

!|t = 0 =0
(71)

(2) calculate the unknown �eld values of velocities u and v via Equation (47),
(3) solve the vorticity equation using three-step time marching scheme,
(4) solve the stream-function equation by SOR scheme until the L∞ norm of residuals for

the equations for  is less than 10−2, because the accuracy of the stream-function is
very important for the stable simulation,

(5) the procedure is repeated until the prescribed time-step is reached.

4.2.3. Results and discussion. Simulations of small and moderate Reynolds number �ow
(Re=20 and 100, respectively) are carried out by using the MWS method. The computa-
tional domain is shown in Figure 9, where a is the radius of the cylinder.
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16U
∞

8 24

a=0.5

Figure 9. Problem domain for the simulation of the �ow around a circular cylinder.

Figure 10. Two types of nodal distribution for the numerical simulation using the MWS-RPI method:
(a) Type I (23 191 nodes); and (b) Type II (23 177 nodes).

In this paper, two di�erent types of nodal distributions are adopted to validate the MWS
method, as shown in Figure 10. In these two distributions, the nodes within the area
r=

√
x2 + y263:5 are generated by MFree2D? (see, Reference [1]). The rest region is

distributed by regular nodes in Type I (Figure 10(a)) and by randomly scattered nodes in
Type II (Figure 10(b)). It is found that both Type I and Type II contain large number of �eld
nodes. Therefore, in this paper, only the MWS-RPI method is used to simulate this problem
due to its good e�ciency for large-scale problem. The dimensionless shape parameter �C ,
shape parameter q, and the number of nodes in the support domain n in present RPI scheme
are taken as �C =4, q=1:03; n=20, respectively.
It is found that for Re=20, the unsymmetrical initial �ow �eld evolves to be symmetrical

and �ow appear to be laminar steady �ow; for Re=100, the �ow �eld eventually settle into
a periodic oscillatory pattern. This con�rms the other experimental and numerical results. It
is generally agreed that in two dimensions the vortex shedding begins at a critical Reynolds
number around 49. For the Reynolds numbers less than the critical value (Recritical = 49),
the introduced perturbation is gradually dissipated by viscosity. Above this critical Reynolds
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Figure 11. Streamlines at the �nal steady state for Re=20.

Table IV. Comparison of geometrical and dynamical parameters with previous studies.

L=a �s CD

Reference [30] 1.88 43.7 2.045
Reference [31] 1.786 43.37 2.053
Reference [32] 1.82 — 2.000
Reference [33] 1.842 42.96 2.152
Present (Type I) 1.86 43.21 2.076
Present (Type II) 1.84 44.74 2.103

number, the introduced perturbation will trigger the vortex shedding process to form a Von
Karman vortex street.
Figure 11 shows the streamlines for Re=20 when the �ow reaches its �nal steady state. In

Figure 11, a pair of stationary recirculating eddies develops behind the cylinder. The length
of recirculating region, L, from the rearmost point of the cylinder to the end of the wake, the
separation angle agree �s, and the drag coe�cient CD is compared with previous computational
and experimental data, are listed in Table IV. It was found that both the geometrical and
dynamical parameters agree well with the results of previous studies.
Figure 12 shows time-dependent behaviour of streamline contours for Re=100. From

Figure 12, it is found that the most attractive feature of the vortex shedding behind a circu-
lar cylinder, the periodic variation of the �ow �eld has been successfully reproduced in this
study. The two characteristic parameters, the drag and lift coe�cients, are de�ned as below,

CD=
F x

�U 2a
; CL=

Fy
�U 2a

(72)

where F is the total force acting on the circular cylinder, which arises from the surface pressure
and shear stress. Figure 13 shows the �nal periodic state of these two parameters. It is found
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Figure 12. Time-evolution of streamlines for Re=100 (Type II).
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Figure 13. The time-evolution of lift and drag coe�cients for Re=100 (type I).

Table V. Comparison of the average drag coe�cient �CD, and Strouhal (St) number.

�CD St

Reference [34] 1.25 —
Reference [35] 1.28 —
Reference [36] 1.28 0.16
Reference [37] 1.287 0.161
Present (Type I) 1.257 0.167
Present (Type II) 1.273 0.167

that the lift coe�cient oscillates more strongly than the drag coe�cient. The drag coe�cient
varies nearly twice as fast as the lift coe�cient. This is because of the drag coe�cient is
a�ected by vortex shedding processes from both sides of the cylinder.
The average drag coe�cient and Strouhal number (St=fD=U , where f is the shedding

frequency) are calculated and listed in Table V. The vortex shedding frequency is obtained
by measuring the �nal period of the lift coe�cient. The results from previous experimental
measurements and numerical simulations are also included for comparison. Good agreement
is observed between these results.
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5. CONCLUSIONS

The meshfree weak–strong (MWS) form method is successfully formulated and applied to
simulate both steady and unsteady problems of incompressible �ow. The numerical examples
con�rm the following important advantages of the present method:

(1) The present method requires no mesh and works very well with arbitrary nodal distri-
bution.

(2) The computational cost of numerical integration on �eld nodes, which is the bottleneck
problem for other meshfree methods based on the weak form formulation (especially
when they are applied to the non-linear problems), is reduced greatly by only evaluating
the integration on the nodes on the natural boundary.

(3) The di�culty of imposing the Neumann boundary condition for the other meshfree
collocation methods is conveniently removed by using local weak form equation on the
nodes there.

(4) The present MWS method has good e�ciency as well as high accuracy.
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